itht

~'The Starnes family visited Yellowstone National Park in hopes of seeing the Old Faithful geyser erupt.
They had only about four hours to spend in the patk. When they pulled into the parking lot near Qld
Faithtul, a large crowd of people was headed back to their cars from the geyser. Old Faithful had just
finished erupting. How long would the Starnes family have to wait until the next eruption?

Let’s look at some data. Figure 3.1 shows a his-
togram of times (in minutes) between consecutive
eruptions of Old Faithful in the month before the

Starnes family’s visit. The shortest interval was

47 minutes, and the longest was 113 minutes,
That's a lot of variability! The distribution has two
clear peaks — one atabout 60 minutes and the other
at about 90 minutes.

It the Starnes family hopes for a 60-minute
gap between eruptions, but the actual interval is
closer to 90 minutes, the kids will get impatient.
If they plan for a 90-minute interval and go some-
where else in the park, they won’t get back in time
to see the next eruption if the gap is only about
60 minutes. What should the Starnes family do?

Frequency

! I F T T T ! 1
40 50 60 70 30 90 e 110 120

) Interval (minutes)

FIGURE 3.1 Histogram of the interval (in minutes) between
eruptions of the Old Faithful geyser in the month prior to the
Starnes family's visit,

star ] ble {like eru
ave'tolook at how it is related to other ..




[nvestigating relationships between variables is central to what we do in statistics,
When we understand the relationship between two variables, we can use the value
of one variable to help us make predictions about the other variable. In Section 1.1,
we explored relationships between categorical variables, such as the gender of 4
young person and his or her opinion about future income. The assaciation between
these two variables suggests that males are generally more optimistic about their
future income than females.

In this chapter, we investigate relationships between two quantitative variables.
Does knowing the number of poinis a football team scores per game tell us any-
thing about how many wins it will have? What can we learn about the price of a
used car from the number of miles it has been driven? Are there any variables that
might help the Starnes family predict how long it will be until the next eruption

of Old Faithful?

AR

MATERIALS:

Meterstick, handprint, and
math department roster
{from Teacher's Rescurce
Materials) for each dgroup of
three to four students; one
sheet of graph paper per
student

Mis. Hagen keeps a large jar full of cookies on her desk for her students. Over
the past few days, a few cookies have disappeared. The only people with access
to Mis. Hagen’s desk are the other math teachers at her school. She asks her col-
leagues whether they have been making withdrawals from the cookie jar. No one
confesses to the crime. :

But the next day, Mrs. Hagen catches a break—she finds a clear handprint on
the cookie jar. The careless culprit has left behind crucial evidence! At this point,
Mis. Hagen calls in the CSI Stats team (your class) to help her identify the prime
suspect in “The Case of the Missing Cookies.”

1. Measure the height and hand span of each member of your group to the
nearest centimeter (em). {(Hand span is the maximum distance from the tip of
the thumb to the tip of the pinkie finger on a person’s fully stretched-out hand.)

2. Your teacher will make a data table on the board with two columns, labeled
as follows:

L Hand span (cm) ‘ Height (cmn) ] '

Send a representative to record the data for each member of your group in the table.

3. Copy the data table onto your graph paper very near the left margin of the
page. Next, you will make a graph of these data. Begin by constructing a set of
coordinate axes. Allow plenty of space on the page for your graph. Label the
horizontal axis “Hand span {cm)” and the vertical axis “Height (cm).”

4. Since neither hand span nor height can be close to 0 cm, we want to start
our horizontal and vertical scales at larger numbers. Scale the horizontal
axis in 0.5-cm increments starting with 15 cm. Scale the vertical axis in 5-cm
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u 71 increments starting with 135 cm. Refer to the sketch in the margin
for comparison.
166 _
155 5. Plot each point from your class data table as accurately as you can
E on the graph. Compare your graph with those of your group members.
2 150 - :
E 6. As a group, discuss what the graph tells you about the relationship
| & 145 between hand span and height. Summarize your observations in a
140 sentence or two.
135 LT 7. Ask your teacher for a copy of the handprint found at the scene
e =1 >"|  and the math department roster. Which math teacher does your group
15 155 16 165 17 175 ,
Hand span (em) believe is the “prime suspect”? Justify your answer with appropriate
statistical evidence.
tio
W%’EM YOU WILL LEARN By the end of the section, you should be able to:
¢ |dentify explanatory and response variables in situations ¢ {nterpret the correlation.
where one variable helps o explain or influences the other. e Understand the basic properties of correlation,
e Make a scatterplot to display the relationship between including how the correlation is influenced by outiiers.

two quantitative variables.

ers in a scatterplot.

e Dascribe the direction, form, and strength of a o
relationship displayed in a scatterplot and identify outli-

o Use technology to calculate correlation
Explain why association dees not imply causation.

Most statistical studies examine data on more than one variable. Fortunately,
analysis of several-variable data builds on the tools we used to examine individual
variables. The principles that guide our work also remain the same:

e Plot the data, then add numerical summaries.
e Look for overall patterns and departures from those patterns.

¢  When there’s a regular overall pattern, use a simplified model to describe it

Explanatory and Response Variables

We think that car weight helps explain accident deaths and that smoking influ-
ences life expectancy. In these relationships, the two variables play different roles.
Accident death rate and life expectancy are the response variables of interest. Car
weight and number of cigarettes smoked are the explanatory variables.

DEFINITION: Response variable, explanatory variable

A response variable measures an outcome of a study. An explanatery variable
may help explain or predict changes in a response variable.
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You wili often see axplanaiory variables
caled indepsndent variablas and
response variables called dependent
variahfes. Because the words
“independent” and "dependent” have
other meanings in statistics, we won't
use them hare.

It is easiest to identify explanatory and response variables when we actually
specify values of one variable to sce how it affects another variable. For instance,
to study the effect of alcohol on body temperature, researchers gave several dif-
ferent amounts of alcohol to mice. Then they measured the change in each
mouse’s body temperature 15 minutes later. In this
case, amount of alcohol is the explanatory variable,
and change in body temperature is the response
variable. When we don’t specify the values of either
variable but just observe both variables, there may
or may not be explanatory and response vari-
ables. Whether there are depends on how -
you plan to use the data. ’

Linking SAT Math and Critical
Reading Scores

Explanatory or response?

Julie asks, “Can 1 predlct a state’s mean SAT Math score if [ know its mean SAT
Critical Readmg score?” Jim wants to know how the mean SAT Math and Critical
Reading scores this year in the 50 states are related to each other.

PROBLEM: For each student, identify the explanatory variable and the response variable if possible.

SOLUTION: Julie is treating the mean SAT Critical Reading score as the explanatory variable and - .
the mean SAT Math score as the response variable. Jim is simply interested in exploring the relation-
ship between the two variables. For hitti, there is no clear explanatory or response varfable.

For Practice Try Exercis

In many studies, the goal is to show that changes in one or more explanatory
variables actually cause changes in a response variable. However, other explanatory-
response relationships don’t involve direct causation. In the alcohol and mice study,
alcohol actually causes a change in body terperature. But there is no cause-and-effect
relationship between SAT Math and Critical Reading scores. Because the scores are
closely related,swe can still use a state’s mean SAT Critical Reading score to predict its
mean Math score. We will learn how to make such predictions in Section 3.2,

g

CHECK YOUR EENDE@SE"AN@ENQ

Identify the explanatory and response variables in each setting.

1. How does drinking beer affect the level of alcohol in people’s blood? The legal limit
for driving in all states is 0.08%. In a study, adult volunteers drank different numbers of
cans of beer. Thirty minutes later, a police officer measured their blood alcohol levels.

2. The National Student Loan Survey provides data on the amount of debt for recent
college graduates, their current income, and how stressed they feel about college debt. A
sociologist looks at the data with the goal of using amount of debt and income to explain
the stress caused by college debt.




The most useful graph for displaying the relationship between
two quantitative variables is a scatterplot. Figure 3.2 shows a
scatterplot of the percent of high school graduates in each state _

§ who took the SAT and the state’s mean SAT Math score ina
£ 8 recent year, We think that “percent taking” will help explain
2 . o “mean score.” So “percent taking” is the explanatory variable
:é L and “mean score” is the. response variable. We want to see

; o - how mean score changes when percent taking changes, so
we put percent taking (the explanatory variable) on the hori-
—+—+—1+—r 11— zontal axis. Fach point represents a single state. In Colorado,
(304050 60 70 80 %0 for examnple, 21% took the SAT, and their mean SAT Math
Percent taking SAT . score was 570. Find 21 on the x (horizontal) axis and 570 on
FIGUAE 3.2 Scatterplot of the the y {vertical) axis. Colorado appears as the point (21, 570).
mean SAT Nlath score in each state
- against the percent of that state’s
high school graduates who took the  DEFINEVION: Scatterplot
SAT, The dotted lines intersect at
the point (21, 570), the values for
Colorado.

A scatterptot shows the relationship between two quantitative variables measured

on the same individuals. The values of one variable appear on the horizontal axis, and
the values of the other variable appear on the vertical axis. Each mdnndual in the data
appears as a point in the graph.

“Here's a helpful way to remember: the Always plot the explanatory variable, if there is one, on the horizontal axis (the
 eXplanatory variabie goes on the x axis) of a scatterplot. As a reminder, we usually call the explanatory variable x
axis and the response variable y. If there is no explanatory-response distinction, either
variable can go on the horizontal axis.
We used computer software to produce Figure 3.2, For some problems you'll
be expected to make scatterplots by hand. Here’s how to do it.

1. Decide which variable should go on each axis.
2. Label and scale your axes.

3. Plotindividual data values.

3

The following example illustrates the process of constiucting a scatterplot.

EC Football

Making a scatterplot

At the end of the 2011 college football season, the University of Alabama
defeated Louisiana State University for the national championship. In-
terestingly, both of these teams were from the Southeastern Conference
(SEC). Here are the average number of points scored per game and num-
ber of wins for each of the twelve teams in the SEC that season.!




Team Ajabama Arkansas Auburn Florida Georgia Kentucky
Poinis per game 34.8 36.8 25.7 25.5 32.0 15.8
Wins 12 11 8 7 10 5 7
Team Louisiana State ~ Mississippi  Mississippi State  South Carolina Tennessee Vanderbilt
Points per game 35.7 16.1 25.3 30.1 20.3 26.7
Wins 13 2 7 11 5 6

3

PROBLEM: Make a scatberplot of the relationship between points per game and wins.

SOLUTION: Wefollow the steps described earlier 1o make the scatterplot.

14 -
@
T o e i e e -
@ [ow
10 s !
I
ERFE 5 '
5 @ - }
B & I
% -3 }
7 |
!
24 e {
I
i
1 [ l l I I
% 9 85 3¢ 35 44
Pofnts per gdme

FIGURE 3.3 Completed scatierplot of points per game
and wins for the teams in the SEC. The dotted lines
intersact at the point (34.8, 12}, the values for Alabama.

1. Decide which variable should go on which asis. The number of wins a football
teati has depends on the number of points they score. So we'll use points
per game as the explanatory variable {x axis) and wins as the response
variable (y axis).

2. Label and scale your ases. We |abeled the xaxis “Points per game” and the
yaxis “Wins.” Because the teams’ points per game vary from 15.810 36.8,
we chose a horizontal scale stariing at 15 points, with tick marks every

5 points. The teams’ wins vary from 2 to 13, so we chose a vertical scale
starting at O with tick marks every 2 wins.

3. Plotindlvidual data values. The first team in the table, Alabama, scored
54.8 points per game and had 12 wins, We plot this point directly above
34.5 on the horizontal axis and to the right of 12 on the vertical axis, as
shown in Figure 3.3. For the second team in the list, Arkansas, we add the
point (56.8, 11) to the graph. By adding the points for the remaining ten
teams, we get the completed scatterplot in Figure 3.3.

For Practice Try Exercise

escribing Scatterplois

To describe a scaﬂerplot, follow the basic strategy of data analysis from Chapters
1 and 2: look for patterns and important departures from those patterns. Let’s
take a closer look at the scatterplot from Figure 3.2. What do we see?

e The graph shows a clear direction: the overall pattern moves from upper leff
to lower right. That is, states in which higher percents of high school grad-
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Percent taking SAT

uates take the SAT tend to have lower mean SAT Math
scores. We call this a negative association between the two
variables. f'&
o  The form of the relationship is slightly curved. More im- ©

portant, most states fall into one of two distinct clusters.

In about half of the states, 25% or fewer graduates fook
the SAT. In the other half, more than 40% took the SAT.

¢ The strength of a relationship in a scatterplot is deter-
mined by how closely the points follow a clear form. -
The overall relationship in Figure 3.2 is moderately
strong: states with similar percents taking the SAT tend
to have roughly sirnilar mean SAT Math scores. '
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e Two states stand out in the scatterplot: West Virginia at (19, 501) and Maine at
(87, 466). These points can be described as outliess because they fall outside
the overall pattern.

?HENK What explaing the clusiers? There are two widely used college entrance
: | exams, the SAT and the American College Testing (ACT) exam. Fach state usually
ABOUT IT ./ favors one or the other. The ACT states cluster at the left of Figure 3.2 and the SAT
TN states at the right. In ACT states, most students who take the SAT are applying to a
T selective college that prefers SAT' scores. This select group of students has a higher

* mean score than the much larger group of students who take the SAT in SAT states.

[ _ - e sl

&

As in any graph of data, look for the overall pattern and for striking depar-
tures from that pattern.

e You can describe the overall pattern of a scatterplot by the direction,
form, and strength of the relationship.

e An important kind of departure is an outlier, an individual value that
falls outside the overall pattern of the relationship.

Let's practice examining scatterplots using the SEC football data from the
previous example.

SEC Football

Describing a scatlterpiot

In the last example, we constructed the scatterplot shown below that displays the
average number of points scored per game and the number of wins for college
football teams in the Southeastern Conference.

‘PROBLEM: Describe what the scatterplot reveals about the refation-

74 -} ship between points per game and wins.
! i o ? SOLUTION: Direction: n general, it appears that teatns that score
’ 1 ® ¢ imore poirts per game have wore wins and teains that score fewer points per

garie have fewer wins. We say that there is a positive associationbebween

§ ] o points per game and wins.
1 . @ ° Fortn: There seetms to be alinear pattern in the graph (that is, the overall
1 pattert follows a straight line).
S \ Strength: Because the points do not vary much from the linear pattern,
T 7 . , - e the relationship is fairly strong. There do not appear to be any values that
b "‘” & 3 * # depart from the linear patbern, 5o there are no outliers,

Points per game

For Practice Try Exercise
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" Even when there is a clear association
between two variablas in a scatterplot,
the direction of the relationship only
describes the overall trend——not the
relationship for each pair of points, For
example, even thaugh teams that score
mose points per game generaffy have
more wins, Georgia and South Carolina
are exceptions to the overall patiern.
Georgia scored more points per game
than South Carotina (32 versus 30.1)-
but had fewer wins (10 versus 11).

DESCRIBING RELATIOMNSIITS

So far, we've seen relationships with two different directions. The number of
wins generally increases as the points scored per game increases {positive asso-
ciation). The mean SAT score generally goes down as the percent of graduates
taking the test increases (negative association). Let's give a careful definition for
these terms.

DEFINITION: Positive association, negative association

* Two variables have a positive asseciation when above-average values of one tend
to accompany above-average values of the other and when below-average values
also tend to occur together. -

Two variables have a negative association when ahove-average values of one tend
to accompany below-average values of the other.

Of course, not all relationships have a clear direction that we can describe
as a positive association or a negative association. Exercise 9 involves a relation-
ship that doesn’t have a single direction. This next example, however, illustrates a
strong positive association with a simple and important form.

The Endangered Manatee
Puiling it all together

Manatees are large, gentle, slow-moving creatures found along the coast of Florida.
Many manatees are injured or killed by boats. The table below coatains data on
the nuraber of boats registered in Florida (in thousands) and the number of mana-
tees killed by boats for the years 1977 to 20102

BOATS MANATEES | YEAR BOATS MANATEES | YEAR BOATS MANATERS

1977 447 13 1989 711 50 2001 944 81
1978 460 21 1980 719 a7 2002 962 95
1679 A1 24 1991 681 53 2003 978 73
1980 498 16 1992 879 38 2004 983 69
1981 513 24 1993 678 35 2005 1040 79
1982 512 20 1994 696 49 2006 1024 92
1983 526 15 1995 713 42 2007 1027 - 73
1984 559 34 1996 732 60 2008 1010 90
1985 585 33 1997 755 54 2009 982 97
1986 614 33 1998 809 66 2010 942 83
1967 645 39 1949 830 82

1988 675 43 2000 880 78
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FiaiIRE 3.4 Scatterplot of the number of Florida manatees
killed by boats from 1977 1o 2010 against the number of
hoats registered in Florida that year.

Sectton 3.1 Scatterplots and Corre fation

PROBLEM: Make a scatterplot to show the relationship between
the number of manatees klled and the number of registarad boats.
Describe what you see.

SOLUTION: For the scatterplot, we'll use “boats registered”

as the explanatory variable and “tmanatees killed” as the response
variable. Figure 3.4 is our completed scatierplot. There is a positive
association—more boats registered goes with more manatees
killed. The form of the relationship is linear. That is, the overall
paitern follows a straight line from lower left to upper right. The
relationship is strong because the points don't deviate greasly from
a liste, except for the 4 years that have a high number of boats regis-
tered, but fewer deaths than expected based on the linear pattern.

For Practice Try Exercise

Emterval (minutes)
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CHECK YOUR UNDERSTANDING
In the chapter-opening Case Study {page 141), the Starnes family arrived at Old Faithful

after it had erupted. They wondered how long it would be until the next eruption. Here is
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a scatterplot that plots the interval between consecutive eruptions
of Old Faithful against the duration of the previous eruption, for
the month prior to their visit. ‘

1. Describe the direction of the relationship. Explain why this
makes sense.

2. What form does the relationship take? Why are there two
clusters of points?

3. How strong is the refationship? Justify your answer.
4. Are there any outliers?

5.  What information does the Stames family need to predict
when the next eruption will occur?




Making scatterplots with technology is much easier than constructing them by hand. We'll use the SEC feotball data
from page 146 to show how to construct a scatterplot on a TI-83/84 or TI-89.

® Enter the data values info your lists. Put the points per game in L1/list] and the number of wins in L2/list2.
¢  Definea scatterplot i the statlstlcs plot menu (press [F2] on the T1-89). Specify the settings shown below.

oRFR

[ﬂ’“ Ny Y
FROE Thpe Leathow & :
PhEs )2 2 Eox &
1 % hsti
BT Reth L e
i.hé ﬂ"& Qand LabeSsrET e

HEE -
"

{ E3CanAMCEL
[ZD LTS I 1T TR

e Use ZoomStat (ZoomData on the T1-89) to cbtain a graph. The caleulator will set the window dimensions automatically
by looking at the values in L1/ist] and L2/list2.
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Notice that there are 11 scales on the axes and that the axes are not labeled. If you copy a scatterplot fror your caleulator onto
your paper, make sure that you scale and label the axes.

AP® £XAM TIP If you are asked to make a scatterplot on a free-response guestion, be sure to
label and scale both axes. Don'tjust copy an unlabeled calculator graph directiy onto your paper.

feasuring Linear Association: Correlation

A scatterplot displays the direction, form, and strength of the relationship between
two quantitative variables. Linear relationships are particularly important because a
straight line is a simple pattern that is quite common. A linear relationship is strong
if the points lie close to a straight line and weak if they are widely scattered about a
line. Unfortunately, our eyes are not good judges of how strong a linear relationship is.
The two scatterplots in Figure 3.5 (on the facing page) show the same data,
but the graph on the right is drawn smaller in a large field. The right-hand
graph seems to show a stronger linear relationship.

Because it's easy to be fooled by different scales or by the amount of space
around the cloud of points in a scatterplot, we need to use a numerical measure
to supplement the graph. Correlation is the measure we use.

Soime people refer to ras the 08: Corvelation »

“correlation coefficient.”

The correlation r measures the direction and strength of the linear relationship
between two quantitative variables.
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FiGURF 3.5 Two Minitab scatterplots of the same data. The straight-line pattern in the graph on
the right appeays stronger because of the surrounding space.

How good are you at estimating the
correlation by aye from a scalterplot?
To find out, try an online applet. Just
search for “guess the correlation

The correlation r is always a number between —1 and 1. Correlation indicates the
direction of a linear relationship by its sign: r > 0 for a positive association and 7 << 0
for a negative association. Values of r near 0 indicate a very weak linear relationship.
The strength of the linear relationship increases as r moves away from 0 toward either

appiets.” )
—1 or 1. The extreme values r = —1 and r = | occur only in the case of a perfect
linear relationship, when the points lie exactly along a straight line.

Figure 3.6 shows scatterplots that correspond to various values of r. To make
the meaning of r clearer, the standard deviations of both variables in these plots
are equal, and the horizontal and vertical scales are the same. The correlation
describes the direction and strength of the linear relationship in each graph.
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The following Activity lets you explore some important properties of the correlation.
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Cio to the book’s Web site, www.whfrecmian.com/tpsSe, and launch the Correla-
tion and Regression applet. "

i. You are going to use the Correlation and Regression applet to make several
scatterplots with 10 points that have correlation close to 0.7.
(a) Start by putting two points on the graph. What's the value of the correlation?
Why does this make sense?
7 (b) Makea lower-left to upper-right pattern of 10 points with correla-
| tion about 7 = 0.7. (You can drag points up or down to adjust r after
| you have 10 points.)
(c) Make another scaiterplot: this one should have 9 points in a verti-
cal stack at the left of the plot. Add 1 point far to the right and move it
| until the correlation is close to 0.7.
. (d) Make a third scatterplot: make this one with 10 points in a curved
pattern that starts at the lower left, rises to the right, then falls again at
| the far right. Adjust the points up or down until you have a very smooth
1 curve with correlation close to 0.7.

Summarize: If you know that the correlation between two variables is r = 0.7,
what can you say about the form of the relationship?

2. Click on the scatterplot to create a group of 10 points in the lower-left cormer
of the scatterplot with a strong straight-line pattern {correlation about 0.9).

(a) Add 1 point at the upper right that is in line with the first 10. How does the
correlation change? :

(b) Drag this last point straight down. How small can you make the correlation?
Can you make the correlation negative?

Summarize: What did you learn from Step 2 about the effectof a single point on
the correlation?

Now that you know what information the correlation provides—and doesn’t
provide —let’s lpok at an example that shows how to interpret it. -

SEC Football

Interpreting correlation

PROBLEM: Ourearlier scatierplot of the average points per game and nutnber of wins for college
football teams in the SEC is repeated at top right. For these data, 1= 0.936.

(2) Interpret the value of rin context.

() The poitit highlighted in red on the scatterplot is Mississippi. What effect does Mississippi have
on the correlation? Justify your answer.
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Section 3.1 Scaiterplols and Corr

SOLUTION:
] - {a) The correlation of 0.936 confirms what we see in the scatterplot: there
12 @ is a strong, positive linear velationship bebween poisits per game and wins in
a %
10 s the SEC.
g - @ {b} Mississippi makes the correlation closer to 1 (stronger). If Mississi;opi?
g @ were not included, the remaining points wouldn't be as tightly clustered ina
@ @ linear patiern.
4. -
2 - =
] T 7 i ¥ H T 1 ]
15 0 a5 36 35 70
Pofats per game L .
For Practice Try Exercise
AP® EXAM TP I you're asked to interpret a correlation, start by looking at a scatterplot of
the data. Then be sure to address direction, form, strength, and outliers (sound familiar?) and
put your answer in context.
CHECK YOUR UNDERSTANDING
The scatterplots below show four sets of real data: (a) repeats the manatee plot in Figure
3.4 (page 149); (b) shows the namber of named tropical storms and the number predicted
before the start of hurricane season: each year between 1984 and 2007 by William Gray of
Colorado State University; (c) plots the healing rate in micrometers {millionths of a me-
ter) per hour for the two front limbs of several newts in an experiment; and (d) shows stock
market performance in consecutive years over a 56-year period. For each graph, estimate
the correlation r. Then interpret the value of r in context.
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3 DS URIBING R

@a@uiaﬁﬂg Correlation Now that you have some idea of how to interpret
the correlation, let’s look at how it's calculated.

Suppose that we have data on variables x and y for n individuals. The values
for the first individual are x; and yy, the values for the second individual are
xz and yz, and so on. The means and standard deviations of the two variables
are x and s, for the x-values, and y and s, for the y-values. The correlation
' between x and y is

B D )
n - 1[ 5, 5 8y 5, Sy 8y

or, more compactly,

The formula for the correlation # is a bit complex. It helps us see what cor-
relation is, but in practice, you should use your calculator or software to find r.
Exercises 19 and 20 ask you to calculate a correlation step-by-step from the defini-
tion to solidify its meaning.

The formula for r begins by standardizing the observations. Let's use the famil-
iar SEC football data to perform the required calculations. The table below shows
the values of poigts per game x and number of wins y for the SEC college football
tearns. For these data, ¥ = 27.07 and 5, = 7.16.

Team Afabama Arkansas Auburn Florida Georgia  Kentucky

Poinis per game 34.8 36.8 25.7 25.5 320 15.8
Wins 12 1 8 7 10 5
Team Louisiana State  Mississippi  Mississippl State  South Carclina  Tennessee  Vanderbilt
Poinis per game 35.7 16.1 25.3 30.1 20.3 26.7
Wins 13 2 7 1 5 ]
The value
X — X
Sx

in the correlation formula is the standardized points per game (z-score) of the ith
teamn. For the first team in the table (Alabama), the corresponding z-score is

348 -27.07

Zy 716 = 1.08

That is, Alabama’s points per game total {34.8) is a little more than !
standard deviation above the mean points per game for the SEC teams.




some people like o write the
correlation formula as

1
r:ﬁzzxzy

o ernphasize the product of

 stancardized scores in the calculation.,

|

<

\\,

[ OTHINK
. ABOUTIT

Standardized values have no units— in this example, they are no longer mea-
sured in points.

To standardize the number of wins, we use ¥ = 8.08 and s, = 3.34. For
12 — 8.08
3.34
dard deviations above the mean number of wins for SEC teams. When we mul-
tiply this team’s two z-scores, we get a product of 1.2636. The correlation r is an
“average” of the products of the standardized scores for all the teams. Just
as in the case of the standard deviation s,, the average here divides by one fewer

Alabama, z, = =1.17. Alabama’s number of wins (12} is 1.17 stan-

- “than the number of individuals. Finishing the calculation reveals that r = 0.936

for the SEC teams.

What does correlation measure? The Fathom screen shots below pro-
vide more detail. At the left is a scatterplot of the SEC football data with two lines
added —a vertical line at the group’s mean points per game and a horizontal line
at the mean number of wins of the group. Most of the points fall in the upper-right
or lower-left “quadrants” of the graph. That is, teams with above-average points
per game tend to have above-average numbers of wins, and teams with below-
average points per game tend to have numbers of wins that are below average.
This confirms the positive association between the variables.

Below on the right is a scatterplot of the standardized scores. To get this graph,
we transformed both the x- and the y-values by subtracting their mean and divid-
ing by their standard deviation. As we saw in Chapter 2, standardizing a data set
converts the mean to ) and the standard deviation to 1. That's why the vertical and
horizontal lines in the right-hand graph are both at 0.

1 |
14]
1 o 1.5 i o
121 e i ]
- ¢ o 1.04 P a
1Di 4 4.5 I o
E 8 £ 0ot ~ P
o [e2] J 1
L o % 05 .
4 ° 7 40{ ° @
-1.5] !
700 20 ° |

15 20 25 30 35 40 46 0 -05 00 05 10 15
PointsPerGame ) zZPPG

Notice that all the products of the standardized values will be positive—not
surprising, considering the strong positive association between the variables. What
if there was a negative association between two variables? Most of the points would
be in the upper-left and lower-right “quadrants” and their z-score products would
be negative, resulting in a negative correlation.

& - &

Facts about Correlation
How correlation behaves is more important than the details of the formula. Here’s
what you need to know in order to interpret correlation correctly.
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Mean MMath score

"He says we've ruled his positive corrslation betwesn height and welght."

1. Correlation makes no distinction between explanatory
and response variables. It makes no difference which vari-
able you call x and which you call y in calculating the cor-
relation. Can you see why from the formula?

()
n—1 Sx Sy
2. Because r uses the standardized values of the observa-
tions, r does not change when we change the units of mea-
surement of x, y, or both. Measuring height in centimeters
rather than inches and: weight in kilograms rather than

pounds does not change the correlation between height
and weight.

T:

3. The correlation r itself has no unit of measurement. It is just a number.

 Describing the relationship between two variables is more complex
than describing the distribution of one variable. Here are some cautions
to keep in mind when you use correlation.

e  Correlation does not imply causation. Even when a scatterplot shows a strong
linear relationship between two variables, we can’t conclude that changes in
one variable cause changes in the other. For example, looking at data from
the last 10 years, there is a strong positive relationship between the number of
high school students who own a cell phone and the number of students who
pass the AP® Statistics exam. Does this mean that buying a cell phone will
help you pass the AP® exam? Not likely. Instead, the correlation is positive
because both of these variables are increasing over fime.

o Correlation requires that both variables be quantitative, so that it makes sense
to do the arithmetic indicated by the formula for r. We cannot calculate a cor-
relation between the incomes of a group of people and what city they live in
because city is a categorical variable.

e Correlation only measures the strength of a linear relationship between two
variables. Correlation does not describe curved relationships between variables,
no matter how strong the relationship is. A correlation of 0 doesn’t guarantee
that there’s no relationship between two variables, just that there’s no linear

relationship.

o A value of r close to | or —1 does not guarantee a linear relationship between
two variables. A scatterplot with a clear curved form can have a correlation

10

20 30 40 50 60 70 80 g0
Percent taking SAT

that is close to 1 or —1. For example, the correlation be-
tween percent taking the SAT and mean Math score is close
to — 1, but the association is clearly curved. Always plot your
datal

e [ike the mean and standard deviation, the correlation is
not resistant: r is sirongly affected by a few outlying obser-
vations. Use r with caution when outliers appear in the
scatterplot.

e Correlation is not a complete summary of two-variable
data, even when the relationship between the variables
is linear. You should give the means and standard devia-
tions of both x and y along with the correlation.

.




Section 3.1 Beatterplots and Correlation T

Of course, even giving means, standard deviations, and the correlation for “state
SAT Math scores” and “percent taking” will not point out the clusters in Figure 3.2.
Numerical summaries complement plots of data, but they do not replace them,

Scoring Figure Skaters
Why correfation doesn’t telf the whole story

Until a scandal at the 2002 Olympics brought change, figure skating was scored
by judges on a scale from 0.0 to 6.0. The scores were often controversial. We have
the scores awarded by two judges, Pierre and Elena, for many skaters. [How well do
they agree? We calculate that the correlation between their scores is r = 09. But
the mean of Pierre’s scores is .8 point lower than Elena’s mean.

‘These facts don’t contradict each other. They simply give different kinds of infor-
mation. The mean scores show that Pierre awards lower scores than Elena. But
because Pierre gives every skater a score about 0.8 point lower than Elena does,
the correlation remains high. Adding the same number to all values of either x
or y does not change the correlation. If both judges score the same skaters, the
competition is scored consistently because Pierre and Elena agree on which per-
formances are better than others. The high r shows their agreement. But if Pierre
scores some skaters and Elena others, we should add 0.8 point to Pierre’s scores to
arrive at a fair comparison.

The SAT essay: Is longer better?

Following the debut of the new SAT Writing test in March 2005, Dr. Les Perelman
from the Massachusetts Institute of Technology stirred controversy by reporting,
“It appeared to me that regardless of what a student wrote, the longer the essay, the
higher the score.” He went on to say, “I have never found a quantifiable predictor
in 25 years of grading that was anywhere as strong as this one. If you just graded
them based on length without ever reading them, you'd be right over 90 percent

of the time.” The table below shows the data that Dr. Perelman used to draw his
conclusions.”*

Words: 460 422 402 365 357 978 236 201 168 156 133

Score: 6 G 5 5 6 5 4 4 4 3 2
Words: 114 108 100 403 401 388 320 258 236 18%  i28
Score: 2 1 1 5 6 6 5 4 4 3 2
Words: 67 697 387 35 337 3B 272 150 135
Score: 1 6 6 5 & 4 4 2 3

Does this mean that if students write a lot, they are guaranteed high scores?

Carry out your own analysis of the data. How would you respond to each of
Dr. Perelman’s claims?
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e A scatterplot displays the relationship between two quantitative variables
measured on the same individuals. Mark values of one variable on the
horizontal axis {x axis) and values of the other variable on the vertical axis
(y axis). Plot each individual’s data as a point on the graph.

e Ifwe think that a variable x may help explain, predict, or even canse changes

" in another variable y, we call x an explanatory variable and y a response vari-

able. Always plot the explanatory variable, if there is one, on the x axis cf a
scatterplot. Plot the response variable on the ¥ axis.

¢ In examining a scatterplot, look for an overall pattern showing the direction,
form, and strength of the relationship and then look for outliers or other
departures from this pattern.

e  Direction: If the relationship has a clear direction, we speak of cither posi-
tive association (above-average values of the two variables tend to occur to-
gether) or negative association (above-average values of one variable tend to
occur with below-average values of the other variable).

e  TForm: Linear relationships, where the poinis show a straight-line pattern, are
an important form of relationship between two variables. Curved relation-
ships and clusters are other forms to watch for.

o  Strength: The strength of a relationship is determined by how close the
potuts in the scatterplot lie to a simple form such as a line.

e  The correlation r measures the strength and direction of the linear associa-
Hon between two quantitative variables x and y. Although you can calculate
a correlation for any scatterplot, r measures strength for only straight-line
relationships.

o Comelation indicates the direction of a linear relationship by its sign: r > 0 for
a positive association and r < 0 for & negative association. Correlation always
satisfies —1 = r = 1 and indicates the strength of a linear relationship by how
close it is to — | or 1. Perfect correlation, r = %1, occurs only when the points
on a scatterplot lie exactly on a straight line.

o Remember these important facts about r: Correlation does not imply causa-
tion. Correlation ignores the distinction between explanatory and response
variables. The value of r is nat affecied by changes in the unit of measure-
ment of either variable. Correlation is not resistant, so outliers can greatly
change the value of r.

g

3.1 TEGHNOLOGY

7. Scatterplots on the calculator




